GAME PLAYING IN ARTIFICIAL  INTELLIGENCE

· Game Playing is an important domain of artificial intelligence. 

· In 1992, Barney Pell defined the concept of Meta-Game Playing, and developed the "MetaGame" system. This was the first program to automatically generate game rules of chess-like games, and one of the earliest programs to use automated game generation.
· Games don’t require much knowledge; the only knowledge we need to provide is the rules, legal moves and the conditions of winning or losing the game.
· Game playing has two basic principles (i) logic (ii) intelligence
· Both players try to win the game. So, both of them try to make the best move possible at each turn.

· Searching techniques like BFS(Breadth First Search) are not accurate for this as the branching factor is very high, so searching will take a lot of time. 

· The most common search technique in game playing is MIN MAX procedureIt is depth-first depth-limited search procedure. It is used for games like chess and tic-tac-toe.
· game playing in AI. Such as Chess, Checkers, tic-tac-toe, go, and various tow-players game. This Algorithm computes the minimax decision for the current state.
· Game Playing Problem 

· Instance of the general search problem. 

· States where the game has ended are called terminal states.

· A utility (payoff) function determines the value of terminal states, e.g. win=+1, 
draw=0, lose=-1.

· In two-player games, assume one is called MAX (tries to maximize utility) and 
one is called MIN (tries to minimize utility). 

· In the search tree, first layer is move by MAX, next layer by MIN, and alternate 
to terminal states.

· Each layer in the search is called a ply
Application of Game playing

Game playing is a very important topic in AI. Game playing attracts many people because its states are well defined and it is intelligent.
For example: State plays a very important role in two player game. States of each player are 


dependent on actions of another player.

· Search techniques are commonly used in game.

